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Problem Formulation
The system Consider

Tpp1 = Az + Bug + e (Or a2 ~ fo(ze]ai—1, us—1))
Yt = Cxy + Duy +ny (Or Y ~ h@(yt|$t7 ut))
where T, €t € R Y, U, Ny € R, Ac ReXn= B¢ anX1,
C € RY>*"= D € R. {e} and {n;} are Gaussian white
noise sequences with zero mean and variance X, and %,
respectively.

Objective Design Uy, = (un,.,, ---, u1) as a realization
of a stationary process of memory n,,, maximizing

Ir := E{(Vglogps (ylznscq))2|ul:nscq}

Estimating the Information matrix

The Information matrix is defined as the variance of the
score function and can be estimated by the Monte Carlo
covariance of the score taken over realisations of the sys-
tem given an input

7 = v {SO)[{u"}},

where §(9) denotes the score estimated using Fisher’s
identity with the form

3(9) = /Ve log pe (1.7, y1.7)De (1.7 |y1:7)dX 1.,

where pg(x1.7|y1.7) denotes the joint empirical filtering dis-
tribution obtained from a particle smoother.

The input design method

1. Compute all the elementary cycles of Geen,,—1).

2. Compute all the prime cycles of Gen.. from the ele-
mentary cycles of Goenp—1).

3. Generate the input signals {uti)}izév from the prime
cycles of Gen.m, foreach i € {1, ..., ny}.

4. Foreachi e {1, ..., ny}, approximate I}?) by using
particle methods.
5. Define vy :={aq,..., an, } € R™.

Find 7ot := {af™", ..., a%*} by solving

Pt . — h(,
¥ arg max (Zr (7))

where

Ir(y) = Z o Ig)
i=1

ny
Zaizl
i=1

a; >0, forallie {1,..., ny}

6. The optimal pmf p°Pt is given by
ny
pOpt = Z alPt Vj
i=1

Generation of an input sequence
1. Associate each entry in II° € R(¢a)"™ to one possi-
ble value of p°rt,
2. Build a transition probabilty matrix P €
R(esea)™™ x(csea)"™ gych that
1I° = PII?
3. Run
IMgq1 = Pl
with random initial state II;.
Example Consider
Ti41 = ATt + Ug + €4
Yt = CoTt + 1y

with ag = 0.5, ¢9 = 1, X = 1, and 3,, = 0.1. We design ex-
periments to identify ag, and ., with ngeq = 5105, n,, = 1,
and C = {-1, 0, 1}. The optimal experiments maximize

W(Zr (7)) = det(Zr (), and h(Zr (7)) = —tr { T (7)) }.
Cost/ Input | Uniform | Binary | Optimal

det{iF} 7733.81 | 12779.62 | 12457.66
tr{(fF)—l} 0.0270 | 0.0245 | 0.0247
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