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Problem Formulation
The system Consider

xt+1 = Axt +But + et (or xt ∼ fθ(xt|xt−1, ut−1))

yt = Cxt +Dut + nt (or yt ∼ hθ(yt|xt, ut))

where xt, et ∈ R
nx , yt, ut, nt ∈ R, A ∈ R

nx×nx , B ∈ R
nx×1,

C ∈ R
1×nx , D ∈ R. {et} and {nt} are Gaussian white

noise sequences with zero mean and variance Σe and Σn,
respectively.
Objective Design Unseq := (unseq , . . . , u1) as a realization
of a stationary process of memory nm maximizing

IF := E{(∇θ log pθ(y1:nseq))
2|u1:nseq}

Estimating the Information matrix
The Information matrix is defined as the variance of the
score function and can be estimated by the Monte Carlo
covariance of the score taken over realisations of the sys-
tem given an input

Î
(i)
F = V

{
Ŝ(θ)

∣∣{u(i)
t }

}
,

where Ŝ(θ) denotes the score estimated using Fisher’s
identity with the form

Ŝ(θ) =

∫
∇θ log pθ(x1:T , y1:T )p̂θ(x1:T |y1:T )dx1:T ,

where p̂θ(x1:T |y1:T ) denotes the joint empirical filtering dis-
tribution obtained from a particle smoother.

The input design method
1. Compute all the elementary cycles of GC(nm−1) .

2. Compute all the prime cycles of GCnm from the ele-
mentary cycles of GC(nm−1) .

3. Generate the input signals {u
(i)
t }t=N

t=0 from the prime
cycles of GCnm , for each i ∈ {1, . . . , nV}.

4. For each i ∈ {1, . . . , nV}, approximate I
(i)
F by using

particle methods.

5. Define γ := {α1, . . . , αnV
} ∈ R

nV .

Find γopt := {αopt
1 , . . . , αopt

nV
} by solving

γopt := arg max
γ∈R

nV

h(ÎF (γ))

where

ÎF (γ) :=

nV∑

i=1

αi Î
(i)
F

nV∑

i=1

αi = 1

αi ≥ 0 , for all i ∈ {1, . . . , nV}

6. The optimal pmf popt is given by

popt =

nV∑

i=1

α
opt
i vi

Generation of an input sequence

1. Associate each entry in Πs ∈ R
(cseq)

nm to one possi-
ble value of popt.

2. Build a transition probability matrix P ∈
R

(cseq)
nm×(cseq)

nm

such that

Πs = PΠs

3. Run
Πk+1 = PΠk

with random initial state Π0.

Example Consider

xt+1 = a0xt + ut + et

yt = c0xt + nt

with a0 = 0.5, c0 = 1, Σe = 1, and Σn = 0.1. We design ex-
periments to identify a0, and Σe, with nseq = 5·105, nm = 1,
and C = {−1, 0, 1}. The optimal experiments maximize

h(ÎF (γ)) = det(ÎF (γ)), and h(ÎF (γ)) = −tr
{
(ÎF (γ))

−1
}

.

Cost / Input Uniform Binary Optimal

det
{
ÎF

}
7733.81 12779.62 12457.66

tr
{
(ÎF )

−1
}

0.0270 0.0245 0.0247
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